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The Digital Era…
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Historical Limits Overcome: 
Connectivity
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Smart Devices Revolution
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The visual security for airports use case requires all of these fog capabilities 
to meet its performance, reliability, security and efficiency goals. This 
includes vehicle detection, people detection, smart retail, and other areas 
where machine vision via video analytics is important for fog computing. 
Please see the detailed analysis in chapter 7 for many more details including 
an application of the OpenFog RA.  

 Smart Cities Scenario 

 
Figure 4 Opportunities for Smart Cities 

Smart cities are using technology to deal with many challenges, including 
traffic congestion, public safety, energy consumption, sanitation, and public 
internet connectivity.  

The OpenFog RA enables greater efficiency and economic realities of smart 
city operations. The figure above illustrates the various aspects where fog 
computing can impact smart cities including but not limited to: 

x Intelligent city with smart parking, shopping, and infrastructure. 
x Intelligent hospitals linking all aspects for greater patient care and 

healthcare delivery. 
x Intelligent highway systems to optimize utilization of infrastructure. 
x Intelligent factories and software defined industrial systems. 

 
Connectivity 

Cloud Computing
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PaaS, SaaS, IaaS
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Driver assistance applications can’t rely on a 
connection to the cloud to be always 
available 

Cloud computing is useful in offloading some 
computations, but other decisions that 
require short reaction time, or that have to be 
taken on a decentralised fashion can’t rely on 
the cloud

Not Always Connected
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For some Industrial Internet of Things 
applications it is just not realistic to 
stream all data to a cloud

Not Always Enough Bandwidth

Responsiveness limited 
to centralized analysis
Assumption of enough 

bandwidth availability for 
data gathering

Cloud Connectivity 
is a requirement



Technology evolution always ahead!
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On-premises
DCs

Cloud

2018 - nearly 90% of enterprise-
generated data was processed in 

centralized DC or cloud

2022 - 25% of data-processing will be 
centralized, remaining 75% occurring 

somewhere on the network edge.

Relying on centralized cloud platforms to 
deliver services and analyze data creates 

a series of logistical problems

“Current cloud model was not designed 
for variety and velocity of data 

generation from IoT at really large-scale”
Cisco, 2015.



Edge Computing

9* https://www.grandviewresearch.com/press-release/global-edge-computing-market
** Smarter With Gartner - Rob van der Meulen October 3, 2018. https://www.gartner.com/smarterwithgartner/what-edge-computing-means-for-infrastructure-and-operations-leaders/

What is it?
Computing workloads migration from 
cloud data centers to 'edge' locations 
nearer (one hop) source of the data 
being processed.



Edge Computing

10* https://www.grandviewresearch.com/press-release/global-edge-computing-market
** Smarter With Gartner - Rob van der Meulen October 3, 2018. https://www.gartner.com/smarterwithgartner/what-edge-computing-means-for-infrastructure-and-operations-leaders/

Why?
Unprecedented high performance as 
opposed to a centralized cloud infra, 
promising near real-time insights and
flexible localized actions.
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Edge Computing

* https://www.grandviewresearch.com/press-release/global-edge-computing-market
** Smarter With Gartner - Rob van der Meulen October 3, 2018. https://www.gartner.com/smarterwithgartner/what-edge-computing-means-for-infrastructure-and-operations-leaders/

Is it profitable?

70% of Households Subscribe to at Least 
One Streaming Service

The Global Autonomous Vehicle Market 
Will Grow to $556.67 Billion by 2026

The IoT Healthcare Market Will Grow to 
$534.3 Billion by 2025

By 2022, There Will Be 65.9 Million AR/VR 
Headsets in the Market

Investments in Smart City Tech Will Reach 
$135 Billion by 2021

Global Edge Computing Market will value 
$28.84 Billion By 2025*



The “Next” Frontier
The Cloud Where Things Are

12

“Approximately 40% of data analysis 
will be done on devices physically close 

to their end points”
IDC FutureScape: Worldwide Internet of Things 2019 

Predictions.
http://www.idc.com/events/FutureScape



Edge Computing: Conceptual 
Architecture
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Figure 12 Fog Node East/West Communication 

Each building is connected, neighborhoods, and regions are connected to 
provide an infrastructure that may be optimized for service delivery. 
 

 OpenFog Architecture Description 

As we previously described, fog computing is critical because it enables low 
latency, reliable operation, and removes the requirement for persistent cloud 
connectivity to address many of today’s emerging scenarios. We also 
described how fog nodes can be connected partially or fully to enhance the 
overall system intelligence and operation, and how system wide intelligence 
grows the farther away from raw data processing.  

The next step is to describe the requirements for each stakeholder in the fog 
computing continuum. This includes the silicon manufacturer, system 
manufacturer, system integrator, software manufacturer, and application 
developer. We also believe that this architecture will help align the various 
disparate edge based computing but potentially divergent work under a 
singular vernacular so that we can have a common baseline and work 
towards fulfilling our desire of a multi-vendor interoperable fog computing 
ecosystem. The OpenFog RA description is a composite representation of 
these various stakeholder concerns which we call views. We have primarily 
identified these stakeholders and their associated views because they are 
required to facilitate any successful fog based deployment. Before going into 
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Figure 3. Communication architecture. Each level has a different functionality. Two communication
levels are proposed: IoT (using Message Queuing Telemetry Transport (MQTT)) and Web (using
REpresentational State Transfer (REST) protocols. These protocols’ layers cover the established
requirements of integration and interoperability.

3.1. Analysis and Design

Expert users undertake different reviews of this process. User-centred techniques are used to
design integrated processes. The aim is to obtain all things (objects) required, their relationships
and their potential services. Once the things (objects) and services are specified, the communication
protocols and control technologies must be related. IoT protocols and embedded controllers are chosen.
Human interfacing is proposed. Edge and fog layers with their functionalities are specified. Expert
rules and intelligent services are analysed. Finally, maintenance and operation methods are proposed.
All of these tasks are shared between an expert technician and information technologies expert.

The results are the definition of the things, their relationship and the interaction with the edge and
fog layers. All of the building’s subsystems are represented in this process. Data sensors, actuators,
controllers, rules and processes are designed allowing the integration of all subsystems. The dataset,
objects and devices are represented by the things concept. A thing is formed by an entity and a context
with state and configuration data. Things data are in different configuration files stored in fog and
edge nodes.

A thing is represented in a data vector: [ID, type, node, context].

– ID is an identification code.
– Type can be a sensor, actuator, variable, process, device, interface, data storage or any object that

can write, process, communicate, store or read data in the IoT ecosystem.
– Node specifies the building subsystem, functionality description, layer type (edge, fog,

communication or cloud), IoT protocol and time access.
– Context represents the time, date, location, relations with others things, the state and the access

rate that use to publish or read data in the IoT ecosystem.

Table 1 is an example of this data structure formed by things ([ID, type, node]). All things can
access to configurations files (CF) to know how to use the available data and to configure new data

Cloud

Comm.

Edge

Extreme 
Edge

Edge Computing Immediate first hop from things 
(e.g., Aps, BSs, or gateways) to 
provide computing

Fog Computing Hierarchical service provisioning 
anywhere from cloud to things

Mist Computing Computation is done at extreme 
edge (on IoT devices them-selves)

Ashkan Yousefpour et all “All one needs to know about fog computing and related edge computing paradigms: A 
complete survey,” Journal of Systems Architecture, 2019. Doi: 10.1016/j.sysarc.2019.02.009.



Edge Computing Supported Smart 
City Applications
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Mobile Edge Computing
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Verticals: Tactile Internet 
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Master Net/Cloud/Edge Slave

J. Sens. Actuator Netw. 2018, 7(1), 1. Doi: 10.3390/jsan7010001 



17

Verticals: Mobile/Cloud Gaming and 
Immersive Video

IEEE Network 32(2) 2018. Doi: 10.1109/MNET.2018.1700268 



Verticals: Autonomous Vehicles
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• Virtualization substrate
• APIs for global access
• Management and 

orchestration (MANO)
• Global measurement

19

Edge computing 
platform
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Amazon Web Services – A Platform for Computing at the Mobile Edge 

Page 9  

surveillance systems, and wireless fixed cameras. Video feeds are 
ingested into the mobile edge platform via cellular connectivity and use 
existing video networks. 

• Edge sites – Located in close proximity to the video-generating devices 
and host latency-sensitive services (e.g., UAV flight control, local alerts 
processing), bandwidth-hungry, compute-intensive applications (edge 
inference), and gateway functionalities for video infrastructure control 
(camera management). Video services extract target attributes from the 
video streams and share metadata with local alerting services and cloud 
services. Video services at the edge can also produce low-resolution 
video proxy or sampling videos for transferring only the videos of 
interest to the cloud. 

• Cloud domain – Hosts centralized, non-latency-critical functions such as 
device and service management functions, AAA and policies, command 
and control center functions, as well as compute-intensive non-latency 
critical tasks of AI model training. 

You can augment a MEC smart city surveillance application with machine 
learning (ML) and inference models via: 

• Model training (for surveillance patterns of interest, e.g., facial 
recognition, person counts, dwell time analysis, heat maps, activity 
detection) using deep learning AMIs on the AWS Cloud 

• Deployment of trained models to the MEC platform’s application-
container using AWS Greengrass and Amazon SageMaker 

• Application of inference logic (e.g., alerts or alarms based on select pattern 
detection) using AWS Greengrass ML inference 

 

Figure 3: Detailed view of solution for smart city surveillance application 

A Platform for Computing at 
the Mobile Edge:  

Joint Solution with HPE, 
Saguna, and AWS 

 

February 2018 

 

 

 

 

 

 
  

Edge Computing Enabling 
Technologies

Amazon Web Services 



Edge Computing Enabling 
Technologies
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Kubernetes Native Edge 
Computing Platform to 

orchestrate both Edge and 
Cloud components open 

sourced!
https://github.com/kubeedge/kubeedge



Edge Computing Enabling 
Technologies
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FIWARE-based IoT edge 
computing framework to 

automatically orchestrates 
dynamic data processing 

flows over cloud and 
edges

https://github.com/smartfog/fogflow
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Enables cloud/edge as a single 
interworking environment from
the application services to AI to

security and management.

http://azure.microsoft.com

Edge Computing Enabling 
Technologies
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Open Edge Computing – Component Overview

4
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A general framework for edge
computing
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Usecase: Smart Video Surveillance

Example of Edge Computing Enabling
Technologies
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Figure: Architecture Description with Perspectives  
 
 
The abstract architecture includes perspectives, shown in grey vertical bars 
on the sides of the architectural description. The perspectives include:  
 

x Performance: Low latency is one of the driving reasons to adopt fog 
architectures. There are multiple requirements and design 
considerations across multiple stakeholders to ensure this is satisfied. 
This includes time critical computing, time sensitive networking, 
network time protocols, etc. It is a cross cutting concern because it 
has system and deployment scenario impacts.  

x Security: End-to-end security is critical to the success of all fog 
computing deployment scenarios. If the underlying silicon is secure, 
but the upper layer software has security issues (and vice versa) the 
solution is not secure. Data integrity is a special aspect of security for 
devices that currently lack adequate security. This includes intentional 
and unintentional corruption.  

x Manageability: Managing all aspects of fog deployments, which 
include RAS, DevOps, etc., is a critical aspect across all layers of a fog 
computing hierarchy.  

x Data Analytics and Control: The ability for fog nodes to be 
autonomous requires localized data analytics coupled with control. The 
actuation/control needs to occur at the correct tier or location in the 
hierarchy as dictated by the given scenario. It is not always at the 
physical edge, but may be at a higher tier.  

  

https://www.openfogconsortium.org/

Reference Architecture
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will refer to the diagram for various usages like License Plate Recognition as 
vehicles enter the airport property. 

 

Figure 34 OpenFog Approach to Visual Security Scenario 

 
We will also deploy multiple fog nodes in each airport and at different levels 
in the hierarchy. There may also be a fog node that is responsible for the 
entire airport and ensuring that interoperability across systems to achieve 
the visual security mandate is in upheld. This is also important so that 
airports can share normalized information. Additionally, each fog node may 
be connected to another level in the hierarchy. These fog nodes work in 
concert to satisfy the requirements of the scenario. 
 
We have several areas to address which we include but are not limited to: 

1. License Plate Recognition as vehicles enter the airport property. 
2. Passenger Arrival/Departure 

a. Parking structures where passengers may exit vehicles and walk 
into the airport facility. 

b. Arrivals is also a location where passengers may walk into the 
airport facility. 

3. Passenger Security screening where the passengers are required to 
provide identification and boarding passes. 

4. Terminals where screened passengers may walk to their gate, shop, 
and eventually leave the airport. 



Ongoing Challenges

• Standardization, benchmarking and market
• Frameworks, protocols and languages
• Libraries and lightweight enablers
• Partitioning and offloading
• Management and Orchestration (MANO)
• Service placement, chaining, and discovering
• Security and privacy
• Etc.
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Edge Computing Opportunities

• AI to powerfully drive new business models
• Microservices to facilitate edge development
• Increase IoT generation density
• Add new flavors and verticals
• Industry and academy collaboration
• New secure approaches (federations, etc.)
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Thanks,
questions?
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